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1 LAGRANGIAN MECHANICS

1 Lagrangian Mechanics

1.1 Action principle

1.1.1 Fermat’s principle

The idea of the ‘principle of least action’ has its origin in Fermat’s principle in optics,
according to which light follows the shortest optical path, i.e., the path of shortest
time to reach its destination.

Figure 1: Snell’s law of refraction for light passing through media of different indices of
refraction.

According to Figure 1, consider a light ray from point (xa, ya) to (xb, yb), the optical
path length follows

T (x) =
n1

c

√
(xa − x)2 + (ya − y)2 +

n2

c

√
(xb − x)2 + (yb − y)2. (1)

According to Fermat’s principle, we need to find the minimum of this quantity.

∂T (x)

∂x
=
n1

c

x− xa√
(xa − x)2 + (ya − y)2

+
n2

c

x− xb√
(xb − x)2 + (yb − y)2

= −n1

c
sin θ1 +

n2

c
sin θ2 = 0,

(2)

which shows the Snell’s law:
sin θ2
sin θ1

=
n1

n2

. (3)

What happens if the refractive index is a function of space n(x, y)? The Fermat’s
action becomes

T =

∫
dT =

∫
n(x, y)

c

√
(dx)2 + (dy)2. (4)

Suppose we parameterise the trajectory of the particle by a monotonic parameter λ:

r(λ) = (x(λ), y(λ)), (5)

such that
x(λa) = xa, x(λb) = xb, y(λa) = ya, y(λb) = yb. (6)

Then the Fermat’s action is

T =

∫ λb

λa

dλ
n(x(λ), y(λ))

c

√(
dx

dλ

)2

+

(
dy

dλ

)2

. (7)
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1.1 Action principle 1 LAGRANGIAN MECHANICS

1.1.2 Euler-Lagrange equations

In configuration space (the space of coordinates and velocities), the action S is de-
fined as an integral over a function L(x, ẋ, t) known as the Lagrangian, as

S[x(t)] =

∫ tb

ta

dtL(x(t), ẋ(t), t). (8)

For standard conservative systems the Lagrangian is simply the difference of the
kinetic energy T and the potential energy V , i.e.,

L = T − V. (9)

The actual physical trajectory is the function x that minimises the action subject to
the boundary conditions x(ta) = xa and x(tb) = xb. This perturbation changes the
action by an amount δS given by

δS[x(t)] =

∫ tb

ta

dt

[
∂L

∂x
δx(t) +

∂L

∂ẋ
δẋ(t)

]
. (10)

For the second term, we may integrate by parts,∫ tb

ta

dt
∂L

∂ẋ
δẋ(t) =

[
∂L

∂ẋ
δx(t)

]tb
ta

−
∫ tb

ta

dt
d

dt

(
∂L

∂ẋ

)
δx(t) = −

∫ tb

ta

dt
d

dt

(
∂L

∂ẋ

)
δx(t).

(11)
Substituting this result into the expression (10) for δS, we have

δS =

∫ tb

ta

dt

[
∂L

∂x
− d

dt

(
∂L

∂ẋ

)]
δx(t). (12)

In order that S be stationary, i.e., δS = 0, we require

∂L

∂x
− d

dt

(
∂L

∂ẋ

)
= 0. (13)

This is known as the Euler-Lagrange equation, and it is the equation of motion in
the Lagrangian formulation of mechanics.

1.1.3 Back to Fermat

In the gauge λ = y, the total time was given to

T =

∫ yb

ya

dy
n(x(y), y)

c

√(
dx

dy

)2

+ 1. (14)

The corresponding Lagrangian is

L(x(y), ẋ(y), y) =
n(x(y), y)

c

√(
dx

dy

)2

+ 1. (15)
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1 LAGRANGIAN MECHANICS 1.2 Generalized coordinates

The Euler-Lagrange equation for this problem is

d

dy

(
∂L

∂ dx
dy

)
=
∂L

∂x
, (16)

which gives

d

dy

n(x, y) dx
dy√(

dx
dy

)2
+ 1

 =
∂n(x, y)

∂x

√(
dx

dy

)2

+ 1. (17)

It simplifies a lot in the case where the refractive index is just a function of y, i.e.,
∂n
∂x

= 0. Then

d

dy

n(y) dx
dy√(

dx
dy

)2
+ 1

 = 0, (18)

which is easily solved as

n(y)

dx
dy√(

dx
dy

)2
+ 1

= n(y)
dx√

(dx)2 + (dy)2
= n(y) sin(θ(y)) = A, (19)

where A a constant.

1.2 Generalized coordinates

We are free to choose whichever set of variables we want to parameterise the state of
the system. The variables are called generalised coordinates and usually denoted
by qi. The action of Lagrangian L(qi, q̇i, t) can be expressed as

S =

∫
dtL(qi, q̇i, t), (20)

and

δS =
N∑
i=1

∫
dt

[
∂L

∂qi
− d

dt

(
∂L

∂q̇i

)]
= 0. (21)

Each coordinate satisfies the corresponding Euler-Lagrange equation

∂L

∂qi
− d

dt

(
∂L

∂q̇i

)
= 0, ∀i = 1, . . . , N. (22)
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1.3 Conservation laws 1 LAGRANGIAN MECHANICS

1.3 Conservation laws

1.3.1 Momentum conservation

For any generalised coordinate qi, we define the generalised momentum pi by

pi =
∂L

∂q̇i
. (23)

The Euler-Lagrange equation gives

∂L

∂qi
=

d

dt

(
∂L

∂q̇i

)
=

dpi
dt
, (24)

which shows whenever the Lagrangian L does not depend explicitly on qi, the corre-
sponding generalised momentum pi is conserved:

∂L

∂qi
= 0 ⇔ pi is conserved. (25)

1.3.2 Energy (or Hamiltonian) conservation

First, we consider the total time derivative of the Lagrangian:

dL

dt
=
∑
i

∂L

∂qi
q̇i +

∑
i

∂L

∂q̇i
q̈i +

∂L

∂t

=
∑
i

d

dt

(
∂L

∂q̇i

)
q̇i +

∑
i

∂L

∂q̇i
q̈i +

∂L

∂t

=
∑
i

d

dt

(
∂L

∂q̇i
q̇i

)
+
∂L

∂t
.

(26)

Rearranging this equation, we have

∂L

∂t
= − d

dt

(∑
i

∂L

∂q̇i
q̇i − L

)
= − d

dt

(∑
i

piq̇i − L

)
= −dH

dt
. (27)

This gives that whenever the Lagrangian does not depend explicitly on t, the Hamil-
tonian is conserved

∂L

∂t
= 0 ⇔ H =

∑
i

piq̇i − L is conserved. (28)

1.4 Constraints and number of degrees of freedom

1.4.1 Lagrange multipliers

Starting with a Lagrangian L and a constraint function f(qi, q̇i, t), we define a new
Lagrangian L̃:

L̃(qi, q̇i, λ, t) = L(qi, q̇i, t) + λf(qi, q̇i, t). (29)

8



1 LAGRANGIAN MECHANICS1.4 Constraints and number of degrees of freedom

Figure 2: A helter skelter.

The Euler-Lagrange equation for λ is given by

δS̃

δλ
=
∂L̃

∂λ
− d

dt

(
∂L̃

∂λ̇

)
= f(qi, q̇i, t), (30)

and therefore it imposes the constraint f = 0 independently of what λ actually is.

1.4.2 Example: helter skelter

A child of mass m slides down a helter skelter (Figure 2), the Lagrangian is given by

L =
1

2
m
(
ṙ2 + r2θ̇2 + ż2

)
−mgz, (31)

where
z = h− αθ, r = βθ. (32)

α and β are positive constants and h is the height of the helter skelter. We take the
angle θ to go from 0 to infinity as the trajectory winds around multiple times. The
constraints are

C1 = z − h+ αθ = 0, C2 = r − βθ = 0. (33)

We have two approaches to solve the constrained system. (1) The first one is to solve
the constraints and then substitute them back into the action, thereby reducing the
action. (2) The second one involves using multipliers and working on an extended
configuration space (qi, q̇i, t, λ) to solve the Euler-Lagrange equation.

(1) Reduced Lagrangian
Substitute the constraints into the Lagrangian:

L(θ, t) =
1

2
m
(
β2θ̇2 + β2θ2θ̇2 + α2θ̇2

)
−mg(h− αθ). (34)

Then we can write he Euler-Lagrange equation for θ

m
d

dt

[(
α2 + β2

)
θ̇ + β2θ2θ̇

]
= mβ2θθ̇2 +mgα (35)

9



1.5 Normal Modes 1 LAGRANGIAN MECHANICS

(2) ‘Extended’ Lagrangian
The ‘extended’ Lagrangian is

L̃ =
1

2
m
(
ṙ2 + r2θ̇2 + ż2

)
−mgz + λ1(z − h+ αθ) + λ2(r − βθ). (36)

The Euler-Lagrange equations are:

for r, mrθ̇2 −mr̈ = −λ2, (37)

for θ, m
d

dt

(
r2θ̇
)
= αλ1 − βλ2, (38)

for z, mz̈ +mg = λ1, (39)
for λ1, z = h− αθ, (40)
for λ2, r = βθ. (41)

After Rearranging the equations, we get the equivalent result:

m
d

dt

[(
α2 + β2

)
+ β2θ2

]
θ̇ = mβ2θθ̇2 +mgα. (42)

1.5 Normal Modes

1.5.1 Kinetic matrix

Now we focus on the Euler-Lagrange equation again. Using the chain rule, we have

d

dt

(
∂L

∂q̇i

)
=
∑
j

∂2L

∂q̇i∂qj
q̇j +

∑
j

∂2L

∂q̇i∂q̇j
q̈j +

∂2L

∂q̇i∂t
=
∂L

∂qi
. (43)

We can rewrite the expression in this form∑
j

Z ij q̈j + F i = 0, (44)

where the kinetic matrixZ ij and the vectorF i are both functions of the coordinates:

Z ij(q1, · · · , qN , q̇1, · · · , q̇N , t) =
∂2L

∂q̇i∂q̇j
= Zji, (45)

F i(q1, · · · , qN , q̇1, · · · , q̇N , t) =
∂2L

∂q̇i∂qj
q̇j +

∂2L

∂q̇i∂t
− ∂L

∂qi
. (46)

So long as the symmetric matrix Z is non-degenerate, i.e. det(Z) ̸= 0,

q̈i = −(Z)−1
ij F j. (47)

There are cases however where the matrix Z is ‘degenerate’ and det(Z) = 0 means
that not all coordinates qi are independent.
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1 LAGRANGIAN MECHANICS 1.5 Normal Modes

We consider the situation where particles can move around their equilibrium posi-
tions, which means that the kinetic energy is a quadratic homogeneous function
of the generalised velocities. We can then write it as

T =
1

2

∑
ij

aij(q1, · · · , qN)q̇iq̇j =
1

2
q̇TAq̇. (48)

Since the Lagrangian is given by

L = T − V (q1, · · · , qN , t), (49)

where the potential does not depend on the velocities q̇i, we have

Z ij =
∂2L

∂q̇i∂q̇j
=

∂2T

∂q̇i∂q̇j
=

∂2

∂q̇i∂q̇j

(
1

2
aαβ q̇αq̇β

)
=
∂

∂q̇j

(
1

2
aαβ

∂q̇α
∂q̇i

q̇β +
1

2
aαβ q̇α

∂q̇β
∂q̇i

)
=

∂

∂q̇j

(
1

2
aαβδiαq̇β +

1

2
aαβ q̇αδiβ

)
=
∂

∂q̇j

(
1

2
aiβ q̇β +

1

2
aαiq̇α

)
=

1

2
aij q̇j +

1

2
ajiq̇j = aij.

(50)

The kinetic matrix is then given directly by the coefficients aij.

1.5.2 Equilibrium points

From the calculation in above, we know that
∂L

∂q̇i
= aij q̇j. (51)

Then the Euler-Lagrangian equation becomes

d

dt

(
∂L

∂q̇i

)
− ∂L

∂qi
=

d

dt
(aij q̇j)−

∂T

∂qi
+
∂V

∂qi

=
d

dt
(aij q̇j)−

∂

∂qi

(
1

2
ajkq̇j q̇k

)
+
∂V

∂qi

=aij q̈j −
1

2

∂ajk
∂qi

q̇j q̇k +
∂V

∂qi
= 0.

(52)

In the equilibrium point, q̇i is a constant, so we require

∂V

∂qi

∣∣∣∣
qi=q0i

= 0, ∀i = 1, 2, · · · , N. (53)

1.5.3 Small oscillations

We can write the coordinates as qi(t) = q0i + δqi(t). The potential energy in the form
of Taylor expansion:

V (q0 + δq) =V (q0) +
∂V

∂qi

∣∣∣∣
q0

δqi +
1

2

∂2V

∂qi∂qj

∣∣∣∣
q0

δqiδqj +O(δq3)

=V (q0) +
1

2

∂2V

∂qi∂qj

∣∣∣∣
q0

δqiδqj.

(54)
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1.5 Normal Modes 1 LAGRANGIAN MECHANICS

The action is given by

S =

∫
dt

[
1

2
aij(q0)

d

dt
(q0i + δqi)

d

dt
(q0j + δqj)− V (q0 + δq)

]
=

∫
dt

[
1

2
aij(q0)δq̇iδq̇j −

(
V (q0) +

∂V

∂qi

∣∣∣∣
q0

δqi +
1

2

∂2V

∂qi∂qj

∣∣∣∣
q0

δqiδqj +O(δq3)

)]

=

∫
dt

[
1

2
aij(q0)δq̇iδq̇j −

1

2
bij(q0)δqiδqj

]
−
∫

dtV (q0),

(55)
where

bij =
∂2V

∂qi∂qj
. (56)

The second term is just a constant, so for small fluctuations all that matters is the
quadratic part, which we refer to as the action for the quadratic fluctuations

S(2) =

∫
dt

(
1

2
aijδq̇iδq̇j −

1

2
bijδqiδqj

)
=

∫
dt

(
1

2
δq̇TAδq̇ − 1

2
δqTBδq

) (57)

where the matrix A and B have the components Aij = aij and Bij = bij.

The Euler-Lagrange equation for the fluctuations is

d

dt

(
∂L(2)

∂δq̇i

)
=
∂L(2)

∂δqi
, (58)

which is
aijδq̈j = −bijδqj or Aδq̈ = −Bδq. (59)

If det(A) ̸= 0, then
δq̈ = −Kδq, (60)

with
K = A−1B. (61)

1.5.4 Gram-Schmidt diagonalization

Since the matrix A is symmetric (we may assume this from the outset), we can
always diagonalize it using a N ×N orthogonal matrix O (OTO = 1) so that

AD = OTAO, (62)

with AD diagonal. The kinetic term

T =
1

2
δq̇TAδq̇ =

1

2
δq̇TOADO

T δq̇ =
1

2
δ ˙̃qTADδ ˙̃q

=
1

2
δ ˙̃qi(aD)ijδ ˙̃qj =

1

2
(aD)11δ ˙̃q

2
1 +

1

2
(aD)22δ ˙̃q

2
2 + · · ·+

1

2
(aD)NNδ ˙̃q

2
N ,

(63)
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1 LAGRANGIAN MECHANICS 1.5 Normal Modes

where
δq̃ = OT δq. (64)

To put the kinetic term in diagonal and normalized form, we require

δqi =
√

(aD)
−1
ii δQi. (65)

This is the statement that there is a diagonal matrix W whose matrix elements are

Wij =
√

(aD)
−1
ii δij, (66)

such that
δq̃ = WδQ, (67)

for which
WTADW = 1. (68)

These two operations amount to saying that there is a matrix S = OW such that

STADS = 1. (69)

the action for the fluctuations becomes

S(2) =

∫
dt

(
1

2
δQ̇

T
STASδQ̇− 1

2
δQ̇

T
STBSδQ̇

)
=

∫
dt

(
1

2
δQ̇

T
δQ̇− 1

2
δQ̇

T
kδQ̇

)
,

(70)

where
k = STBS. (71)

This is the canonically normalized form for the fluctuations.

1.5.5 Cholesky decomposition

The Cholesky decomposition of a real Hermitian positive-definite1 matrix A, is a
decomposition of the form

A = LLT , (72)

where L is a left triangular matrix with real and positive diagonal entries

L =


# 0 0 0
# # 0 0
# # # 0
# # # #

 . (73)

So the kinetic term can be written as

T =
1

2
δq̇Aδq̇ =

1

2
δq̇LLT δq̇ =

1

2
δQ̇

T
δQ̇, (74)

1‘Positive’ means the eigenvalues of A are all positive.
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1.5 Normal Modes 1 LAGRANGIAN MECHANICS

where
δQ = LT δq. (75)

The action can be written in

S =

∫
dt

(
1

2
δq̇Aδq̇ − 1

2
δqTBδq

)
=

∫
dt

(
1

2
δQ̇δQ̇− 1

2
δQTkδQ

)
=

∫
dt

(
1

2
δQ̇iδQ̇i −

1

2
kijδQiδQj

)
,

(76)

where
k = L−1B(LT )−1. (77)

The Euler-Lagrange equation for Qi is given by

δQ̈i = −kijδQ or δQ̈ = −kδQ. (78)

We can look for solutions of the form

δQ = eiωtδQω, (79)

then we have the eigenfunction equation with the matrix k and eigenvalue ω2

kδQω = ω2δQω, (80)

which means that each normal coordinate Qωα
oscillates independently of all others

with its own normal frequency ω2
α.

1.5.6 Example: double pendulum

Consider a double pendulum, with a second pendulum hanging from the first as
depicted in Figure 3. The kinetic energy of the system is

T =
1

2
MṘ

2
+

1

2
m(Ṙ+ ṙ)2

=
1

2
MṘ

2
+

1

2
m
(
Ṙ

2
+ ṙ2 + 2Ṙṙ

)
=
1

2
MR2θ̇2 +

1

2
mR2θ̇2 +

1

2
mr2ϕ̇2 +mRrθ̇ϕ̇ cos(ϕ− θ).

(81)

The potential energy is

V =Mg(−R cos θ) +mg(−R cos θ − r cosϕ)
=− (M +m)gR cos θ −mgr cosϕ.

(82)

The equilibrium solution is θ0 = ϕ0 = 0, so θ and ϕ can be expressed by

θ(t) = δθ(t), ϕ(t) = δϕ(t) (83)

14



1 LAGRANGIAN MECHANICS 1.5 Normal Modes

M

m

θ

ϕ

R

r

Figure 3: Double pendulum

then we have

L =
1

2
(M +m)R2δθ̇2 +

1

2
mr2δϕ̇2 +mRrδθ̇δϕ̇− 1

2
(M +m)gRδ2θ − 1

2
mgrδϕ2

=
1

2
MR2δθ̇2 +

1

2
m
(
Rδθ̇ + rδϕ̇

)2
− 1

2
(M +m)gRδ2θ − 1

2
mgrδϕ2.

(84)

We define that
δQ1 =

√
MRδθ, δQ2 =

√
m(Rδθ + rδϕ), (85)

so the Lagrangian becomes

L(2) =
1

2
δQ̇2

1 +
1

2
δQ̇2

2 −
1

2

(M +m)g

MR
δQ2

1 −
1

2

mg

Mr
(δQ1 − δQ2)

2, (86)

and the potential energy is given by

V = −1

2
δQTkδQ = −1

2

(
δQ1 δQ2

)
k

(
δQ1

δQ2

)
, (87)

where

k =

(
(M+m)g

MR
+ mg

Mr
−mg

Mr

−mg
Mr

mg
Mr

)
=
mg

Mr

(
(M+m)r

mR
+ 1 −1

−1 1

)
. (88)

To simplify k, we choose R = r and M = m, then we have

k =
g

R

(
3 −1
−1 1

)
. (89)

The eigenvalues ω2
1 and ω2

2 satisfies

det(k− ω2
1) =

g

R

[
(3− ω2)(1− ω2)− 1

]
= 0. (90)

Solve this, and we get
ω2
1,2 = (2±

√
2)
g

R
> 0. (91)

The associated eigenvectors are Q± = (1±
√
2,−1). Go back to the original coordi-

nates θ, ϕ, we know that
Q1 ∼ θ, Q2 ∼ θ + ϕ. (92)

So the normal modes are

(θ, ϕ)± = (1±
√
2,−(2±

√
2)) ∼ (1,±

√
2) (93)
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1.5.7 Summary

The Lagrangian describing the dynamics of a small oscillation system, subject to a
slight variation q, is given by

L =
1

2
q̇T · q̇ − 1

2
qTkq. (94)

Here, k represents the stiffness matrix. By solving the characteristic equation

det(k − λ1) = 0, (95)

we determine the eigenvalues, denoted by λ. The system is stable at a stationary
point if these eigenvalues are positive (λ > 0), and the square of the normal fre-
quencies ω2 corresponds to these eigenvalues, i.e., ω2 = λ. The associated normal
modes are represented by the eigenvectors q.

1.6 Symmetries and conservation laws

1.6.1 Noether’s theorem

Let us parameterize our action by arbitrary coordinates qi

S =

∫
dtL(q, q̇). (96)

Let λ denote the parameter describing the continuous transformation. As this is a
global symmetry, this parameter is constant. Then under an infinitesimal transfor-
mation we assume the coordinates transform as

δqi = Fi(q, q̇)δλ. (97)

Then the Lagrangian transforms as

δL =
∂L

∂qi
δqi +

∂L

∂q̇
δq̇ =

(
∂L

∂qi
Fi +

∂L

∂q̇i
Ḟi

)
δλ. (98)

If this is a symmetry, then this must be a total derivative, then

∂L

∂qi
Fi +

∂L

∂q̇i
Ḟi =

d

dt

(
∂L

∂q̇i
Fi

)
=

dA

dt
, δL =

dA

dt
δλ. (99)

Noether then performed a clever trick. She make λ a function of time:

δqi = Fi(qi, q̇i)δλ(t). (100)

then the Lagrangian transforms as

δL(qi, q̇i, t) =
∂L

∂qi
δqi +

∂L

∂q̇i
δq̇i

=

(
∂L

∂qi
Fi +

∂L

∂q̇i
Ḟi

)
δλ+

∂L

∂q̇i
Fi

dδλ

dt
=

dA

dt
δλ+

∂L

∂q̇i
Fi

dδλ

dt
,

(101)
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and the integration

δS =

∫
dtδL =

∫
dt

(
dA

dt
δλ+

∂L

∂q̇i
Fi

dδλ

dt

)
=

∫
dtδλ

d

dt

(
A− ∂L

∂q̇i
Fi

)
. (102)

Define the Noether charge as

G =
∂L

∂q̇i
Fi − A, (103)

then we have
dG

dt
= 0, (up to the boundary term), (104)

which is known as the Noether’s theorem: For every continuous symmetry, there
exist a conserved quantity G conserved in time.

Example
Consider the action

S =

∫
dt
1

2
mq̇2 (105)

and the transform q′ = q + λ, i.e., δq = δλ with F = 1 and A = 0.

G =
∂L

∂q̇
F − A =

∂L

∂q̇
= p (106)

which means the corresponding generalized momentum component p to be a con-
stant of motion.

1.6.2 Hamiltonian as the Noether charge for time translations

Consider a system which is time translation invariant meaning that the action is in-
variant (un to boundary terms) under the symmetry t→ t+δt. Such a transformation
induces a change of coordinates

δqi(t) = qi(t+ δt)− qi(t) = q̇iδt. (107)

Similarly the Lagrangian transforms as

δL = L(q(t+ δt), q̇(t+ δt), t+ δt)− L(q, q̇, t) = dL

dt
δt, (108)

from which we infer
A = L. (109)

Thus the conserved charge implied by Noether’s theorem associated with the sym-
metry of time translation invariance is

G =
∂L

∂q̇i
q̇i − L = piq̇i − L = H (110)

which we recognize to be the Hamiltonian.
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2 HAMILTONIAN MECHANICS

2 Hamiltonian Mechanics

2.1 Hamiltonian formulation

In Lagrangian, we use coordinates and velocities (q, q̇) to parameterise the system,
while in Hamiltonian, we use coordinates and momenta (q, p) to parameterise the
system.

Lagrangian Hamiltonian
L = L(q, q̇, t) ←→ H = H(q, p, t)

p =
∂L

∂q̇

2.1.1 From Lagrangian to Hamiltonian

The total derivative of Lagrangian can be expressed as

dL(q, q̇, t) =
∂L

∂qi
dqi +

∂L

∂q̇i
dq̇i +

∂L

∂t
dt

=
∂L

∂qi
dqi + pidq̇i +

∂L

∂t
dt.

(111)

And we find that

d(L− piq̇i) =
∂L

∂qi
dqi − q̇idpi +

∂L

∂t
dt. (112)

Therefore, we can define the Hamiltonian function H by Legendre transformation

H =
∑
i

piq̇i − L. (113)

2.1.2 Hamilton’s equations

The total derivative of Hamiltonian can be expressed as

dH =− ∂L

∂qi
dqi + q̇idpi −

∂L

∂t
dt

=
∂H

∂qi
dqi +

∂H

∂pi
dpi +

∂H

∂t
dt.

(114)

Comparing the two expressions, we have

∂H

∂qi
= −∂L

∂qi
= −ṗi,

∂H

∂pi
= q̇i,

∂H

∂t
= −∂L

∂t
. (115)

These results are known as Hamilton’s equations.
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2 HAMILTONIAN MECHANICS 2.2 Hamilton’s principle of the least action

2.1.3 Conservation of the Hamiltonian

We can also calculate the time derivative of the Hamiltonian

dH

dt
=
∂H

∂t
+
∑
i

(
∂H

∂qi
q̇i +

∂H

∂pi
ṗi

)
=
∂H

∂t
+
∑
i

(
∂H

∂qi

∂H

∂pi
− ∂H

∂pi

∂H

∂qi

)
=
∂H

∂t
,

(116)

which we summarize below
∂H

∂t
=

dH

dt
. (117)

We can conclude that if the Hamiltonian has no explicit time dependence (i.e. ∂H/∂t =
0), then the Hamiltonian is conserved.

2.2 Hamilton’s principle of the least action

The phase space action is

S =

∫
dt

(∑
i

pi
dqi
dt
−H(q, p, t)

)
. (118)

Let us now perform the variation of this action in which we regard qi(t) and pi(t) as
independent functions

δS =

∫ t2

t1

dt
∑
i

(
δpi

dqi
dt

+ pi
dδqi
dt
− ∂H

∂qi
δqi −

∂H

∂pi
δpi

)
=
∑
i

piδqi
∣∣t2
t1
+

∫ t2

t1

dt
∑
i

[
δpi

(
dqi
dt
− ∂H

∂pi

)
+

(
−dpi

dt
− ∂H

∂qi

)
δqi

]
.

(119)

Thus demanding that δS = 0 for variations which vanish as the boundary δqi(t1) =
δqi(t2) = 0, which implies Hamilton’s equations:

q̇i =
∂H

∂pi
, ṗi = −

∂H

∂qi
. (120)

2.3 Poisson brackets

The total time derivative of A(q, p, t) is

dA

dt
=
∂A

∂t
+
∑
i

(
∂A

∂qi
q̇i +

∂A

∂pi
ṗi

)
=
∂A

∂t
+
∑
i

(
∂A

∂qi

∂H

∂pi
− ∂A

∂pi

∂H

∂qi

)
=
∂A

∂t
+ {A,H},

(121)
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2.4 Canonical transformations 2 HAMILTONIAN MECHANICS

where the quantity

{A,H} =
∑
i

(
∂A

∂qi

∂H

∂pi
− ∂A

∂pi

∂H

∂qi

)
, (122)

is known as Poisson bracket. The Poisson brackets for coordinates and momenta
are

{qi, qj} =
∑
k

(
∂qi
∂qk

∂qj
∂pk
− ∂qi
∂pk

∂qj
∂qk

)
= 0, (123)

{pi, pj} =
∑
k

(
∂pi
∂qk

∂pj
∂pk
− ∂pi
∂pk

∂pj
∂qk

)
= 0, (124)

{qi, pj} =
∑
k

(
∂qi
∂qk

∂pj
∂pk
− ∂qi
∂pk

∂pj
∂qk

)
= δij. (125)

We can also write Hamilton’s equations in terms of Poisson brackets as

ṗi = {pi, H}, q̇i = {qi, H}. (126)

2.3.1 Properties of Poisson brackets

1. Anti-symmetric
{A,B} = −{B,A}. (127)

2. Satisfying the Leibniz/product rule

{A,BC} = {A,B}C +B{A,C}. (128)

3. Jacobi identity

{A, {B,C}}+ {B, {C,A}}+ {C, {A,B}} = 0. (129)

2.4 Canonical transformations

The canonical transformation means a transformation which preserve Poisson brack-
ets. In other words, the transformation

q → Q(q, p), p→ P (q, p), (130)

take the same Poisson brackets, i.e.,

{f, g}Q,P = {f, g}q,p, (131)

is known as the canonical transformation. In fact, it turns out that it is enough to
check that the Poisson brackets for coordinates and momenta are unchanged under
the transformation, i.e.,

{Qi, Qj}q,p = {Pi, Pj}q,p = 0, {Qi, Pj}q,p = δij, (132)

or the opposite one

{qi, qj}Q,P = {pi, pj}Q,P = 0, {qi, pj}Q,P = δij. (133)

Any set of variables that satisfy these conditions are called canonical conjugates.
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2.4.1 Infinitesimal canonical transformations

The general form of an infinitesimal canonical transformation is

δqi = {qi, G(q, p, t)}δλ, δpi = {pi, G(q, p, t)}δλ. (134)

We define the phase space coordinates

ρI =

{
qI I = 1, · · · , N,
pI−N I = N + 1, · · · , 2N,

(135)

then the form of the Poisson brackets are

{ρI , ρJ} = ΩIJ =


0 1 ≤ I ≤ N, 1 ≤ J ≤ N,

δI,J−N 1 ≤ I ≤ N,N + 1 ≤ J ≤ 2N,

−δ(I−N)J N + 1 ≤ I ≤ 2N, 1 ≤ J ≤ N,

0 N + 1 ≤ I ≤ 2N,N + 1 ≤ J ≤ 2N.

(136)

Consider a infinitesimal change of coordinates ρI → ρI + δρO. The Poisson bracket
will change as

δ{ρI , ρJ} = δΩIJ = {ρI , δρJ}+ {δρI , ρJ} = 0. (137)

According to the Jacobi identity {A, {B,C}+ {B, {C,A}}+ {C, {A,B}}, we have

{ρI , {ρJ , G}}+ {ρJ , {G, ρI}}+ {G, {ρI , ρJ}}
=ΩIJ

= 0. (138)

Thus
{ρI , {ρJ , G}}+ {ρJ , {G, ρI}} = 0, ∀G(q, p, t). (139)

2.5 Symmetries and conservation laws

2.5.1 Noether’s theorem

In Lagrange frame, the infinitesimal form of the continuous global symmetry trans-
formation is

δqi = Fi(q, q̇, t)δλ. (140)

In Hamilton frame, we assume the existence of a generating function G(q, p) under
which the coordinates and momenta change as

δqi = {qi, G(q, p)}δλ =
∂G

∂pi
δλ, δpi = {pi, G(q, p)}δλ = −∂G

∂qi
δλ, (141)

where δλ is an infinitesimal parameter. If the Hamiltonian does not change under
such a transformation, then the equations of motion are clearly invariant and so we
have a symmetry. Explicitly, under this transformation the Hamiltonian changes as

δH =
dH

dλ
δλ, (142)
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where
dH

dλ
=
∑
i

(
∂H

∂qi

∂qi
∂λ

+
∂H

∂pi

∂pi
∂λ

)
=
∑
i

(
∂H

∂qi

∂G

∂pi
− ∂H

∂pi

∂G

∂qi

)
= {H,G}. (143)

This means that the Hamiltonian is invariant under the transformation if {H,G} = 0.
But if this is the case, then G is conserved because then

dG

dt
= {G,H} = 0. (144)

This is of course none other than Noether’s theorem: If the Hamiltonian is invariant
under a continuous transformation, then the generator G of the transformation is a
conserved charge.

2.5.2 Noether charge as the generator

In phase space, the infinitessimal form of the continuous gloval symmetry transfor-
mation transforms both the coordiniates and momenta

δqi = Fi(q, p)δλ, δpi = Gi(q, p)δλ. (145)

The corresponding generator in phase space expressed as

G =
∑
i

∂L

∂q̇i
Fi − A =

∑
i

piFi(p, q)− A. (146)

2.5.3 Generator of rotations in two dimensions

Consider a two-dimensional problem with Cartesian coordinates (x, y)

H =
p2x + p2y
2m

+ V (
√
x2 + y2). (147)

Consider an infinitesimal rotation δθ, the coordinates and momenta transform as(
x′

y′

)
=

(
cos δθ − sin δθ
sin δθ cos δθ

)(
x
y

)
=

(
x− yδθ
y + xδθ

)
=

(
x+ δx
y + δy

)
, (148)(

p′x
p′y

)
=

(
cos δθ − sin δθ
sin δθ cos δθ

)(
px
py

)
=

(
px − pyδθ
py + pxδθ

)
=

(
px + δpx
y + δpy

)
(149)

So we have the changes

δx = −yδθ, δy = xδθ, δpx = −pyδθ, δpy = pxδθ. (150)

Since L is invariant, i.e., δL = 0, the generator is easily seen to be

G = pxFx + pyFy = px(−y) + pyx = xpy − ypx = Lz. (151)

To check explicitly

δx =
∂G

∂px
δλ = −yδλ, δy =

∂G

∂py
δλ = xδλ, (152)

δpx = −∂G
∂x

δλ = −pyδλ, δpy = −
∂G

∂y
δλ = pxδλ. (153)
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2 HAMILTONIAN MECHANICS 2.6 Hamilton-Jacobi formulation

2.5.4 Generator of time translations

Noether charge associated with time translations is the Hamiltonian, so we choose
G = H as the generator.

δqi = {qi, H}δt = q̇iδt, δpi = {pi, H}δt = ṗiδt. (154)

2.6 Hamilton-Jacobi formulation

2.6.1 Schwinger’s formulation of Hamilton’s principle

If we evaluate the action

S =

∫ λ2

λ1

dλ

[∑
i

pi
dqi
dλ
−H(q, p, t)

dt

dλ

]
, (155)

with the variation qi → qi + δqi, pi → pi + δpi and t → t + δt. Follows by the chain
rule that

δS =

∫ λ2

λ1

dλ
∑
i

[
δpi

dqi
dλ

+ pi
dδqi
dλ
−H dδt

dλ
−
(
∂H

∂qi
δqi +

∂H

∂pi
δpi +

∂H

∂t
δt

)
dt

dλ

]

=

(∑
i

piδqi

)∣∣∣∣∣
λ2

λ1

− (Hδt)
∣∣λ2

λ1
+

∫ λ2

λ1

dλ

×
∑
i

[
δpi

dqi
dλ
− δqi

dpi
dλ

+ δt
dH

dλ
−
(
∂H

∂qi
δqi +

∂H

∂pi
δpi +

∂H

∂t
δt

)
dt

dλ

]

=

(∑
i

piδqi

)∣∣∣∣∣
λ2

λ1

− (Hδt)
∣∣λ2

λ1
+

∫ λ2

λ1

dλ

×
∑
i

[
δpi

(
dqi
dλ
− ∂H

∂pi

dt

dλ

)
+ δqi

(
−dpi
dλ
− ∂H

∂qi

dt

dλ

)
+ δt

(
dH

dλ
− ∂H

∂t

dt

dλ

)]
.

(156)
If we set λ = t then

δS =

(∑
i

pi(t2)δqi(t2)−H(t2)δt2

)
−

(∑
i

pi(t1)δqi(t1)−H(t1)δt1

)

+

∫ t2

t1

dλ
∑
i

[
δpi

(
dqi
dt
− ∂H

∂pi

)
+ δqi

(
−dpi

dt
− ∂H

∂qi

)
+ δt

(
dH

dt
− ∂H

∂t

)]
.

(157)
Again demanding that the variation only comes from the boundary terms we find in
addition to Hamilton equations

dH(q, p, t)

dt
=
∂H(q, p, t)

∂t
. (158)

Thus on the solutions of the equations of motion we have the boundary variations

δS =

(∑
i

pi(t2)δqi(t2)−H(t2)δt2

)
−

(∑
i

pi(t1)δqi(t1)−H(t1)δt1

)
. (159)
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2.6.2 Hamilton-Jacobi equation

If we evaluate the action on a solution of its equations of motion, the answer will
depend on the initial and final coordinates q1 = q(t1), q2 = q(t2) and times t1 and t2.
The total derivative of S = S(q2, t2; q1, t1) is

dS =
∑
i

∂S

∂qi(t2)
dqi(t2) +

∂S

∂t2
dt2 +

∑
i

∂S

∂qi(t1)
dqi(t1) +

∂S

∂t2
dt1. (160)

Comparing the equations we see that

pi(t2) =
∂S

∂qi(t2)
, H(t2) = −

∂S

∂t2
, pi(t1) = −

∂S

∂qi(t1)
, H(t1) =

∂S

∂t1
. (161)

For example, given a Hamiltonian for a non-relativistic particle in one dimension

H =
p2

2m
+ V (x, t), (162)

using the above equations at time t = t2 we have

−∂S
∂t

=
1

2m

(
∂S

∂x

)2

+ V (x, t). (163)

This is known as the Hamilton-Jacobi equation.

2.6.3 Constants of motion

The variation of the action

δS =

(∑
i

pi(t2)δqi(t2)−H(t2)δt2

)
−

(∑
i

pi(t1)δqi(t1)−H(t1)δt1

)
. (164)

Consider a system in which the Hamiltonian is independent of t

∂H

∂t
= 0 ⇒ dH

dt
= 0, H(t1) = H(t2) = E. (165)

Now we define the new action via the Legendre transform with respect to the initial
data

S̃ = S − Et1, (166)

then

δS̃ =δS − t1δE − Eδt1
=
∑
i

pi(t2)δqi(t2)− Eδt2 −
∑
i

pi(t1)δqi(t1) + Eδt1 − t1δE − Eδt1

=
∑
i

pi(t2)δqi(t2)− Eδt2 −
∑
i

pi(t1)δqi(t1)− t1δE.

(167)
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2 HAMILTONIAN MECHANICS 2.6 Hamilton-Jacobi formulation

From which we know S = S(q2, t2; q1;E). We thus conclude that

δS̃

δE
= −t1. (168)

Example
The simplest example is a free particle in one dimension

H =
p2

2m
= E, q = x. (169)

Since the energy is conserved, we will perform a Legendre transformation with re-
spect to the initial time

S̃ = S − Et1, (170)

and we have
∂S̃

∂x2
= p,

∂S̃

∂t2
= −E (171)

whose solutions are
S̃ = −Et2 +W (x2, x1). (172)

The Hamilton-Jacobi equation at the final time t2 = t, x(t2) = x is then

E =
1

2m

(
∂S̃

∂x2

)2

=
1

2m

(
∂W

∂x2

)2

. (173)

The equation is easy to solve as

W = ±
√
2mE(x2 − x1). (174)

Hence
S̃ = −Et2 ±

√
2mE(x2 − x1) (175)

So the action is
S =− E(t2 − t1)±

√
2mE(x2 − x1)

=− p2

2m
(t2 − t1) + p(x2 − x1).

(176)

2.6.4 Perturbation theory

Consider a potential of the form

V = V0 + gV1, (177)

where |gV1| ≪ |V0|. The Hamilton-Jacobi equation for V0

−∂S0

∂t
=

1

2m

(
∂S0

∂x

)2

+ V0(x). (178)
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Now if we write S = S0 + gS ′ and substitute into the full Hamilton-Jacobi equation

∂S ′

∂t
+

1

m

∂S0

∂x

∂S ′

∂x
= − g

2m

(
∂S ′

∂x

)2

− V1(x) ≈ −V1(x). (179)

We can develop a perturbative expansion

S = S0 + gS ′ = S0 + gS1 + g2S2 + g3S3 + · · · =
∞∑
n=0

gnSn. (180)

Example
Consider the simple case where V0 = 0 so that S0 is the action for a free particle

S0(x, t;x0, t0) = −
p2

2m
(t− t0) + p(x− x0). (181)

So we have
∂S0

∂x
= p, (182)

and the equation for first order perturbation S1 is

∂S1

∂t
+
p

m

∂S1

∂x
= −V1(x). (183)

Perform the change of variables x = X + pt
m

,

dS1 =

(
∂S1

∂x

)
t

dx+

(
∂S1

∂t

)
x

dt

=

(
∂S1

∂X

)
t

(
dX +

p

m
dt
)
+

(
∂S1

∂t

)
X

dt

=

(
∂S1

∂X

)
t

dX +

[
p

m

(
∂S1

∂X

)
t

+

(
∂S1

∂t

)
X

]
dt

=

(
∂S1

∂X

)
t

dX − V1(X)dt.

(184)

So (
∂S1

∂t

)
X

= −V1
(
x+

pt

m
, t

)
⇒ S1 = −

∫ t

t0

dtV1

(
x+

pt

m
, t

)
. (185)

The next order perturbation is then

∂S2

∂t
= − 1

2m

(
∂S1

∂X

)2

, (186)

whose solution is

S2 = −
1

2m

∫ t

t0

dt′

(∫ t′

t0

dt′V1(X + pt′/m, t′)

)2

. (187)
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Together, the solution of the H-J equation to second order in perturbation is

S =− p2

2m
(t− t0) + p(x− x0)− g

∫ t

t0

dtV1

(
x+

pt

m
, t

)
− g2

2m

∫ t

t0

dt′

(∫ t′

t0

dt′V1(X + pt′/m, t′)

)2

+ . . . .

(188)

2.7 Constraints

The action in phase space

S =

∫
dt

[∑
i

pi
dq

dt
−H(q, p)

]
, (189)

include a set of constraints Cα(q, p) = 0 with Lagrangian multiples λα, and the action
becomes

S =

∫
dt

[∑
i

pi
dq

dt
−H(q, p)−

∑
α

λαCα

]
. (190)

Now we define the effective Hamiltonian

H∗(q, p) = H(q, p) +
∑
α

λαCα. (191)

The equations of motion of H∗ become

q̇i = {qi, H∗} = ∂H∗

∂pi
, ṗi = {pi, H∗} = −∂H

∗

∂qi
. (192)

Consider a system with one constraint C1(q, p) = 0, then

S =

∫
dt

(∑
i

piq̇i −H − λ1C1

)
, (193)

and
Ċ1 = {C1, H

∗} = {C1, H + λ1C1} = {C1, H} = C2. (194)

The secondary constraint C2 not automatically equals to 0. We can write the sec-
ondary effective Hamiltonian as

H∗∗ = H + λ1C1 + λ2C2. (195)

and

Ċ1 = {C1, H}+ λ1{C1, C1}+ λ2{C1, C2} = C2 + λ2{C1, C2}, (196)
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Ċ2 = {C2, H}+ λ1{C2, C1}+ λ2{C2, C2} = {C2, H}+ λ1{C2, C1}. (197)

If {C1, C2} = 0 and {C2, H} ̸= 0, then we write the tertiary constraint C3 = {C2, H}
and repeat the process. If {C1, C2} ≠ 0 and {C2, H} ≠ 0, then we have

λ1 =
{C2, H}
{C1, C2}

, λ2 = 0. (198)

Example
Consider the 2D harmonic oscillator

H =
1

2
p2x +

1

2
p2y +

1

2
ω2x2 +

1

2
ω2y2, (199)

with constrain C1 = py − 1
2
βx2 = 0.

C2 = {C1, H} = −
∂C1

∂py

∂H

∂y
+
∂C1

∂x

∂H

∂px
= −ω2y − βxpx. (200)

The secondary constraint C2 not automatically equals to 0.

{C2, H} =
∂C2

∂y

∂H

∂py
+
∂C2

∂x

∂H

∂px
− ∂C2

∂px

∂H

∂x
= −ω2py − βp2x + βω2x2, (201)

{C1, C2} = β2x2 + ω2 > 0 (202)

So we have

λ1 =
−ω2py − βp2x + βω2x2

β2x2 + ω2
, λ2 = 0. (203)

2.7.1 Variations at fixed energy

We choose to focus on paths which have a fixed energy H = E, and the constrained
action is

S =

∫ t2

t1

dt

[
p · ṙ − p2

2m
− λ

(
p2

2m
+ V (r)− E

)]
, (204)

with
ṙ = {r, H∗} = −∂H

∗

∂p
= (1 + λ)

p

m
⇒ p =

m

1 + λ
ṙ, (205)

and substituting back in gives

S =

∫ t2

t1

dt

[
m

2(1 + λ)
ṙ2 − (1 + λ)V (r) + λE

]
. (206)

The equation for λ is

m

2(1 + λ)2
ṙ2 = E − V ⇒ 1 + λ =

√
mṙ2

2(E − V )
. (207)
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2 HAMILTONIAN MECHANICS 2.8 Dynamics in phase space

Substituting back in we obtain

S =

∫ t2

t1

dt(−E) +
∫ t2

t1

dt
√
2m(E − V )ṙ2

=− E(t2 − t1) +
∫ t2

t1

dt
√

2m(E − V )ṙ2.

(208)

2.8 Dynamics in phase space

2.8.1 Phase portaits

For example if the system is described by

d3x

dt3
= G

(
x,

dx

dt
,
d2x

dt2
, t

)
= G(x, y, z, t), (209)

which introduce variables

d

dt

xy
z

 =

 y
z

G(x, y, z, t).

 (210)

We can recover form
ẋ =

dx

dt
= F (x), (211)

by grouping x = (x, y, z) and F = (y, z,G).

2.8.2 First order systems

Example
The population growth follow the logistic equation

dx

dt
= kx− σx2, (212)

which is equivalent to

dt

dx
=

1

x(k − σx)
=

1

k

(
1

x
+

σ

k − σx

)
. (213)

We can get t by integrating x from x0 to x

t =
1

k
(lnx− ln(k − σx)) |xx0

=
1

k
ln

(
x

k − σx

) ∣∣∣x
x0

=
1

k
ln

(
x

x0

k − σx0
k − σx

)
. (214)

Therefore, the solution is

x(t) =
kx0

σx0 + (k − σx0) exp(−kt)
, (215)
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for initial condition x(0) = x0 > 0. For the critical point ẋc = 0, we have two
solutions xc = 0 and xc = k/σ. Let x(t) = xc + ϵδx(t)

ẋ =k(xc + ϵδx(t))− σ(xc + ϵδx(t))2

=
(
kxc − σx2c

)
+ ϵ(kδx− 2σxcδx)−O(ϵ2)

=ϵ(k − 2σxc)δx.

(216)

So we have
d

dt
(δx) = (k − 2σxc)δx. (217)

Now we look at linear stability of each critical point:

(1) xc = 0 ⇒ δẋ = kδx ⇒ δx(t) = ektδx(0) (repeller)

(2) xc = k/σ ⇒ δẋ = −kδx ⇒ δx(t) = e−ktδx(0) (attractor)

We summarise the procedure for solving the first order system ẋ = F (x):

(1) Find critical point F (xc) = 0.

(2) Perturb around x = xc + ϵδx, and

δẋ = F ′(xc)δx. (218)

(3) • ℜ[F ′(xc)] > 0→ unstable (repeller)

• ℜ[F ′(xc)] < 0→ stable (attractor)

• ℜ[F ′(xc)] = 0 and ℑ[F ′(xc)] ̸= 0→ oscillatory (libration)

2.8.3 Second order systems (2-d phase space)

For the second order system, a critical point xc = {xc, yc} is a point at which both F
and G vanish F (xc, yc) = G(xc, yc) = 0.

d

dt

(
x
y

)
=

(
F (x, y)
G(x, y).

)
(219)

Everywhere except at the critical point, the slope of a trajectory in the phase plane
is given by

dy

dx
=
G(x, y)

F (x, y)
. (220)

Example
Consider the second order differential equation

d2x

dt2
= − 1

m

dV

dx
, y = ẋ, (221)
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2 HAMILTONIAN MECHANICS 2.8 Dynamics in phase space

which can expressed as
d

dt

(
x
y

)
=

(
y

− 1
m

dV
dx
.

)
(222)

At the critical point

yc = 0,
dV

dx

∣∣∣∣
(xc,yc)

= 0. (223)

Consider small displacements from critical points (xc, yc)

x = xc + δx, y = 0 + δy, (224)

we have

δẋ = δy (225)

δẏ =− 1

m

dV (xc + δx)

dx

=− 1

m

[
dV (xc)

dx
+

d2V (xc)

dx2
δx+O((δx)2)

]
= − 1

m

d2V (xc)

dx2
δx.

(226)

Therefore,

(1) δẍ = δẏ = − 1
m

d2V (xc)
dx2 δx = −ω2δx ⇒ δx = Ae±iωt (libration)

(2) δẍ = δẏ = − 1
m

d2V (xc)
dx2 δx = Ω2δx ⇒ δx = Ae±Ωt (unstable)

We summarize the procedure for 2-d phase space

d

dt

(
x
y

)
=

(
F (x, y)
G(x, y)

)
. (227)

(1) Find critical points F (xc, yc) = G(xc, yc) = 0.

(2) Perturb around critical points x = xc + δx and y = yc + δy

δẋ = δx
∂F

∂x

∣∣∣∣
xc

+ δy
∂F

∂y

∣∣∣∣
xc

+O
(
(δx)2

)
, (228)

δẏ = δx
∂G

∂x

∣∣∣∣
xc

+ δy
∂G

∂y

∣∣∣∣
xc

+O
(
(δx)2

)
, (229)

which can be expressed as

d

dt

(
δx
δy

)
=

(
∂xF ∂yF
∂xG ∂yG

) ∣∣∣∣
xc

(
δx
δy

)
= M

(
δx
δy

)
= λ

(
δx
δy

)
, (230)

where λ is the eigenvalue of M. So we have(
δx(t)
δy(t)

)
= eλt

(
δx(0)
δy(0)

)
. (231)

(3) • ℜ[λ] > 0→ unstable
• ℜ[λ] ≤ 0→ stable
• ℜ[λ] = 0 and ℑ[λ] ̸= 0→ libration
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3 Rigid Bodies

3.1 Many-body systems

Let us consider a system consisting N particles, which we may for instance label by
an integer a = 1, . . . , N . We define the total mass of the whole system

M =
∑
a

ma, (232)

and the position of center of mass

R =

∑
amara

M
. (233)

The total momentum of the system

P =
∑
a

pa =
∑
a

maṙa =MṘ. (234)

The total angular momentum of the system

L =
∑
a

mara × ṙa. (235)

The position ra can be expressed as ra = R+r∗
a and

∑
amar

∗
a = 0. The total angular

momentum

L =
∑
a

ma(R+ r∗
a)× (Ṙ+ ṙ∗

a)

=
∑
a

maR× Ṙ+
∑
a

maR× ṙ∗
a +

∑
a

mar
∗
a × Ṙ+

∑
a

mar
∗
a × ṙ∗

a

=
∑
a

maR× Ṙ+
∑
a

mar
∗
a × ṙ∗

a = Lcom +L∗,

(236)

where
L∗ =

∑
a

mar
∗
a × ṙ∗

a, (237)

is called the angular momentum about the center of mass.

3.2 Rotation about a fixed axis

Suppose the axis of rotation along the z axis, then the z component of the angular
momentum is

Lz =
∑
a

mar
2
aω = Iω, (238)

where I =
∑

amar
2
a is the moment of inertia about the axis. The kinetic energy in

terms of I and ω is
T =

∑
a

1

2
ma

(
raθ̇a

)2
=

1

2
Iω2. (239)
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3.3 Action for a rotating rigid body

The kinetic energy of the center of mass

T =
∑
a

1

2
maṙ

2
a =

∑
a

1

2
ma(Ṙ+ ṙ∗)2

=
∑
a

1

2
maṘ

2
+
∑
a

maṘ · ṙ∗
a +

∑
a

1

2
maṙ

∗2
a

=
1

2
MṘ

2

com kinetic energy

+
∑
a

1

2
maṙ

∗2
a

rotational kinetic energy

.

(240)

Since the body is assumed rigid, all it can do is rotate relative to its center of mass
motion. Let ω denote the angular velocity of the rotation, then we have

ṙ∗
a = ω × r∗

a, (241)

this preserves all the scalar products

d

dt
(|r∗

a − r∗
b |2) = 2(r∗

a − r∗
b) · (ṙ∗

a − ṙ∗
b) = 2(r∗

a − r∗
b) · (ω × (r∗

a − r∗
b)) = 0. (242)

Putting this together, the action is

S =

∫
dt

[
1

2
MṘ

2
+

1

2

∑
a

ma(ω × r∗
a)

2

]
. (243)

3.3.1 Rotation around a pivot

If we assume that the pivot point is taken at r = 0, then we have the constraints

Ṙ = ω ×R. (244)

When this is true we have
ṙa = ω × ra, (245)

and to the action can be evaluated as

S =

∫
dt
∑
a

1

2
ma(ω × ra)

2. (246)

We stress this is only the correct form if the pivot is taken at the origin.

3.3.2 Switch vector to index notation

We can use some mathematical tricks (Levi-Civita symbol, Levi-Civita identity, Ein-
stein summation convention) to do with our work

(A×B)i = εijkAjBk, (247)
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εijkεilm = δjlδkm − δjmδkl. (248)

Then, we can calculate:

(ω × r∗)2 =(εijkωjr
∗
k) (εilmωlr

∗
m) = (εijkεilm)ωjr

∗
kωlr

∗
m

=ωjωl (δjlδkm − δjmδkl) r∗kr∗m = ωjωl

(
δjlr

∗2
k − r∗l r∗j

)
=ωiωj

(
δijr

∗2 − r∗i r∗j
)
.

(249)

Now we define the momenta of inertia

Iij =
∑
a

ma

(
δijr

2
a − rairaj

)
, (250)

where ra = R+ r∗
a. The equivalent quantity defined relative to the center of mass

I∗ij =
∑
a

ma

(
δijr

∗2
a − r∗air∗aj

)
. (251)

With this notation, we can rewrite the action S

S =

∫
dt

(
1

2
MṘ

2
+

1

2
ωiIijωj

)
=

∫
dt

(
1

2
MṘ

2
+

1

2
ωTIω

)
. (252)

3.4 Spin angular momentum

The spin angular momentum

L =
∑
a

mara × ṙa =MR× Ṙ+L∗, (253)

then we have index notation

Li =
∑
a

maϵijkraj ṙak =
∑
a

maϵijkrajϵklmωlram = Iijωj. (254)

The angular momentum about the center of mass

L∗ =
∑
a

mar
∗
a × ṙ∗

a. (255)

Similarly, we have
L∗
i = I∗ijωj, (256)

and we also find that

pθi =
∂L

∂θ̇i
=
∂L

∂ωi

= L∗
i . (257)
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3.4.1 Component/vector notation

The angular momentum in vector notation

L =
∑
a

ma

y2a + z2a −xaya −xaza
−xaya x2a + y2a −yaza
−xaza −yaza x2a + y2a

ωx

ωy

ωz

 = I · ω, (258)

where

I =
∑
a

ma

y2a + z2a −xaya −xaza
−xaya x2a + y2a −yaza
−xaza −yaza x2a + y2a

 . (259)

3.5 Euler angles

3.5.1 Rotations in 3 dimensions

A rotation in the x− y plane is given by

M z(θz) =

cos θz − sin θz 0
sin θz cos θz 0
0 0 1

 . (260)

A rotation in the y − z plane is given by

Mx(θx) =

1 0 0
0 cos θx − sin θx
0 sin θx cos θx

 . (261)

A rotation in the x− z plane is given by

M y(θy) =

 cos θy 0 sin θy
0 1 0

− sin θy 0 cos θy

 . (262)

For instance under M y the vector transforms asx′y′
z′

 = My(θy)

xy
z

 =

 x cos θy + z sin θy
y

−x sin θy + z cos θy

 . (263)

Each matrix is orthogonal meaning MT = M−1.

3.5.2 Parameterzing general rotations

Euler noticed that a general rotation can be written as a rotation with axis z then y
then z again

M (ψ, θ, φ) = M z(φ)M y(θ)M z(ψ). (264)
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3.5 Euler angles 3 RIGID BODIES

These angles are known as Euler angles. Thus

r∗ = M (ψ, θ, φ)u = M z(φ)M y(θ)M z(ψ)u, (265)

where u is assumed independent of time as this is a rigid body then we have

dr∗

dt
=

M z(φ)

dt
M y(θ)M z(ψ)u+M z(φ)

dM y(θ)

dt
M z(ψ)u

+M z(φ)M y(θ)
dM z(ψ)

dt
u.

(266)

Because of the relation

u = M−1r∗ = MTr∗ = MT
z (ψ)M

T
y (θ)M

T
z (φ)r

∗, (267)

we can write

dr∗

dt
=
M z(φ)

dt
MT

z (φ)r
∗ +M z(φ)

dM y(θ)

dt
MT

y (θ)M
T
z (φ)r

∗

+M z(φ)M y(θ)
dM z(ψ)

dt
MT

z (ψ)M
T
y (θ)M

T
z (φ)r

∗ = Ωr∗,

(268)

where

Ω =
M z(φ)

dt
MT

z (φ) +M z(φ)

(
dM y(θ)

dt
MT

y (θ)

)
MT

z (φ)

+M z(φ)M y(θ)

(
dM z(ψ)

dt
MT

z (ψ)

)
MT

y (θ)M
T
z (φ).

(269)

We notice that
d

dt
(MMT ) =

dM

dt
MT +M

dMT

dt
= 0, (270)(

dM

dt
MT

)T

= M
dMT

dt
= −

(
dM

dt
MT

)
. (271)

So Ω is an anti-symmetric matrix ΩT = −Ω. We can write the equations above using
the Levi-Civita symbol in index notation as

dr∗i
dt

= Ωijr
∗
j = (ω × r∗)i = ϵijkωjr

∗
k = −ϵijkr∗jωk. (272)

So Ω can be expressed as

Ωij = −
3∑

k=1

ϵijkωk. (273)

Noe we calculate Ω, from which derivative the angular velocity vector ω:

ω =φ̇k̂ + θ̇M z(φ)ĵ + ψ̇M z(ψ)M y(θ)k̂

=(ψ̇ cos θ sinφ− θ̇ sinφ)î+ (ψ̇ sin θ cosφ+ θ̇ cosφ)ĵ + (φ̇+ ψ̇ cos θ)k̂.
(274)
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3 RIGID BODIES 3.6 Principal axes of inertia

The new axis are given by

e1 = M (ψ, θ, φ)î =

cosψ cosφ cos θ − sinψ sinφ
cosψ sinφ cos θ + sinψ cosφ

− cosψ sin θ

 , (275)

e2 = M (ψ, θ, φ)ĵ =

− sinψ cosφ cos θ − cosψ sinφ
cosψ cosφ− sinψ sinφ cos θ

sinψ sin θ

 , (276)

e3 = M (ψ, θ, φ)k̂ =

cosφ sin θ
sinφ sin θ

cos θ

 . (277)

It is useful to write the angular velocity in the new basis

ω =
∑
α

ωαêα

=(− cosψ sin θφ̇+ sinψθ̇)ê1 + (cosψθ̇ + sinψ sin θφ̇)ê2 + (ψ̇ + cos θφ̇)ê3.

(278)

It is important to remember that the new basis is a rotating (and hence not iner-
tial!!!) one with basis vectors rotating with the body itself as so we have

dêα

dt
= ω × êα. (279)

3.6 Principal axes of inertia

3.6.1 Principal axies of intertia as reference frame

The angular momentum
L =

∑
α

Iαωαêα. (280)

The rotational kinetic energy for a body with pivot at the origin can be expressed as

T =
1

2

∑
α

ωαIαωα =
1

2
I1(− cosψ sin θφ̇+ sinψθ̇)2

+
1

2
I2(cosψθ̇ + sinψ sin θφ̇)2 +

1

2
I3(ψ̇ + cos θφ̇)2.

(281)

Generally, the principal axes are not equal to each other, i.e., I1 ̸= I2 ̸= I3. But
sometimes there are symmetries in the system. For example I1 = I2, then

T =
1

2
I1

(
θ̇2 + sin2 θφ̇2

)
+

1

2
I3

(
ψ̇ + cos θφ̇

)2
. (282)

3.7 Rotation about a principal axis

As the principal axes are fixed in the body, they form a rotating frame of reference.
Now we want to distinguish between the inertial and rotating frames. The rate of
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3.7 Rotation about a principal axis 3 RIGID BODIES

change of the angular momentum in the inertial frame is

dL

dt

∣∣∣∣
I
=
∑
a

ra × F a = τ , (283)

which related to the rotating frame

dL

dt

∣∣∣∣
I

=
dL

dt

∣∣∣∣
R
+ ω ×L. (284)

We calculate

dL

dt

∣∣∣∣
I

=
∑
α

ω̇αIαêα +
∑
β

ωβIβ
dêβ

dt
=
∑
α

ω̇αIαêα +
∑
β

ωβIβω × êβ

=
∑
α

ω̇αIαêα +
∑
βγ

ωβIβωγêγ × êβ =
∑
α

ω̇αIαêα +
∑
αβγ

ωβIβωγεβαγêα.
(285)

So we have
Iαω̇α +

∑
βγ

ωβωγIβεβαγ = τα, (286)

or written explicitly for each component this gives

I1ω̇1 + (I3 − I2)ω2ω3 = τ1, (287)
I2ω̇2 + (I1 − I3)ω3ω1 = τ2, (288)
I3ω̇3 + (I2 − I1)ω1ω2 = τ3. (289)

Example
Now we think about a specific system with ω3 = ω0 and ω1 = ω2 = 0. We can write
the solution in a combination of its background solution and a small variation:

ω1 = δω1, ω2 = δω2, ω3 = ω0 + δω3. (290)

Then

I1δω̇1 + (I3 − I2)δω2ω0 = 0, (291)
I2δω̇2 + (I1 − I3)ω0δω1 = 0, (292)
I3δω̇3 = 0. (293)

Solving this and we get

d2δω1,2

dt2
= −(I3 − I2)(I3 − I1)

I1I2
δω1,2. (294)

The system is stable if (I3 − I2)(I3 − I1) > 0.
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4 Classical Field Theory

4.1 Continuous Systems

In addition to mechanical systems consisting of a finite number of degrees of free-
dom, one is often also interested in continuous systems:

qi(t) → ϕ(x, t).

4.1.1 One-dimensional example: string

The simplest example of the classical field theory is a string:

y = ϕ(x, t). (295)

We assume that in equilibrium the string is stretched to length l0 and has tension k.
The mass per unit length is µ. The kinetic energy and the potential energy are

T =

∫ l0

0

dx
1

2
µ

(
∂ϕ

∂t

)2

, V = k(l − l0). (296)

The length of the infinitesimal segment of length is

dl =
√
(dx)2 + (dϕ)2 = dx

√
1 +

(
∂ϕ

∂x

)2

= dx

[
1 +

1

2

(
∂ϕ

∂x

)2

+ . . .

]
, (297)

and therefore the potential energy is

V =

∫ l0

0

dx
1

2
k

(
∂ϕ

∂x

)2

. (298)

We now write the whole Lagrangian

L = T − V =

∫ l0

0

dx

[
1

2
µ

(
∂ϕ

∂t

)2

− 1

2
k

(
∂ϕ

∂x

)2
]
. (299)

The integrand is called the Lagrangian density and denoted by L

L
(
ϕ,
∂ϕ

∂t
,
∂ϕ

∂x

)
=

1

2
µ

(
∂ϕ

∂t

)2

− 1

2
k

(
∂ϕ

∂x

)2

. (300)

The action is

S =

∫
dt

∫ l0

0

dxL
(
ϕ,
∂ϕ

∂t
,
∂ϕ

∂x

)
(301)

Variation of the action is

δS =

∫
dt

∫ l0

0

dx

(
∂L
∂ϕ

δϕ+
∂L

∂(∂ϕ/∂t)

∂(δϕ)

∂t
+

∂L
∂(∂ϕ/∂x)

∂(δϕ)

∂x

)
=

∫
dt

∫ l0

0

dx

[
∂L
∂ϕ
− ∂

∂t

(
∂L

∂(∂ϕ/∂t)

)
− ∂

∂x

(
∂L

∂(∂ϕ/∂x)

)]
δϕ,

(302)
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4.2 Klein-Gordon scalar field 4 CLASSICAL FIELD THEORY

up to the boundary conditions. This leads to the Euler-Lagrange equation

∂L
∂ϕ
− ∂

∂t

(
∂L

∂(∂ϕ/∂t)

)
− ∂

∂x

(
∂L

∂(∂ϕ/∂x)

)
= 0. (303)

So the equation of motion for the string is

1

c2
∂2ϕ

∂t2
=
∂2ϕ

∂x2
, (304)

where c =
√
k/µ.

4.2 Klein-Gordon scalar field

Now we generalize the Lagrangian formalism to quantities ϕ that are functions of
time and all three dimensions of space, ϕ = ϕ(t, x, y, z). We can use the notation

∂µ =
ϕ

∂xµ
=

(
ϕ

∂x0
,
ϕ

∂x1
,
ϕ

∂x2
,
ϕ

∂x3

)
= (∂t, ∂x, ∂y, ∂z) . (305)

The general Lagrangian density L will now be a function of

L = L(ϕ, ∂µ, xµ). (306)

The resulting Euler-Lagrange equation is then

∂L
∂ϕ
− ∂

∂xµ

(
∂L

∂(∂µϕ)

)
= 0. (307)

For the example of the Klein-Gordon scalar field defined as (c = 1)

L =
1

2
(∂tϕ)

2 − 1

2
(∇ϕ)2 − V (ϕ) = −1

2
ηνω∂νϕ∂ωϕ− V (ϕ), (308)

where η00 = −1, η0i = 0, ηij = δij, (i, j = 1, 2, 3), and

∂(∂νϕ)

∂(∂µϕ)
= δνµ, (309)

where the spacetime Kronecker delta is defined so that δ00 = 1, δi0δ
0
i = 0, δji = δij.

Then
∂L

∂(∂µϕ)
= −ηµν∂νϕ. (310)

Thus the Euler-Lagrange equations are

−∂V
∂ϕ
− ∂µ(−ηµν∂νϕ) = 0. (311)

The resulting equation is known as the Klein-Gordon equation

□ϕ =
∂V

∂ϕ
, (312)

which is the equation for a wave in four spacetime dimensions and we have defined
the d’Alembertian operator □ as

□ = ηµν∂µ∂ν = −∂2t +∇2 = − ∂2

∂t2
+

∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2
. (313)
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4.3 Hamiltonian density for a continuous system

For a continuous system described by a Lagrangian density L(ϕ, ∂µϕ) for a field ϕ ,
we define the conjugate momentum associated to ϕ as

π =
∂L

∂(∂tϕ)
. (314)

The Hamiltonian is given by H =
∫
d3xH, where the Hamiltonian density H is then

defined via Legendre transform as

H =
∂ϕ

∂t
π − L(ϕ, ∂µϕ). (315)

The phase space form of the action is then

S =

∫
dt

∫
d3x

(
∂ϕ

∂t
π −H(ϕ, π, ∂iϕ)

)
. (316)

To obtain Hamilton equation we perform the usual variations treating ϕ and π as
independent

δS =

∫
dt

∫
d3x

[
(∂tδϕ)π + (∂tϕ)δπ −

∂H
∂ϕ

δϕ− ∂H
∂(∂iϕ)

∂iδϕ−
∂H
∂π

δπ

]
=

∫
dt

∫
d3x

[
−(∂tπ)δϕ+ (δtϕ)δπ −

∂H
∂ϕ

δϕ+ ∂i

(
∂H

∂(∂iϕ)

)
δϕ− ∂H

∂π
δπ

]
=

∫
dt

∫
d3x

[
−
(
∂tπ +

∂H
∂ϕ
− ∂i

(
∂H

∂(∂iϕ)

))
δϕ+

(
∂tϕ−

∂H
∂π

)
δπ

]
=

∫
dt

∫
d3x

[
−
(
∂tπ +

δH

δϕ

)
δϕ+

(
∂tϕ−

δH

δπ

)
δπ

]
,

(317)

where
δH

δX
=
∂H
∂X
− ∂t

(
∂H

∂(∂iX)

)
. (318)

The Hamilton equations for a continuous system are then simply given by

∂tϕ(x
µ) =

δH

δπ(xµ)
, ∂tπ(x

µ) = − δH

δϕ(xµ)
. (319)

For the example of the Klein-Gordon scalar field

H =
1

2
π2 +

1

2
(∇ϕ)2 + V (ϕ), (320)

the Hamilton equations are

ϕ̇ =
δH

δπ
= π, π̇ = −δH

δϕ
= ∇2ϕ− V ′(ϕ), (321)

which is equivalent to the Klein-Gordon equation derived in the Lagrangian formal-
ism

ϕ̈ = π̇ = ∇2ϕ− V ′(ϕ) ⇒ □ϕ = V ′(ϕ). (322)
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4.4 Noether’s theorem in field theory

Consider a set of fields ϕI(x), and suppose that the action is invariant under the
global transformation

δϕI = FIδλ, (323)

where FI = FI(ϕ, ∂tϕ). The Lagrangian density transform as a total derivative

δL = ∂µA
µδλ, (324)

and so explicitly (Einstein summation over I)

∂L
∂ϕI

FI +
∂L

∂(∂µϕI)
∂µFI = ∂µA

µ. (325)

Now we let δλ as a function of all 4 spacetime coordinates x, then the full variation
of the action

δS =

∫
d4x

(
∂µA

µδλ+ FI
∂L

∂(∂µϕI)
∂µδλ

)
=

∫
d4x∂µ

(
Aµ − FI

∂L
∂(∂µϕI)

)
δλ

=

∫
d4x(−∂µJµ)δλ,

(326)

where we have defined the current

Jµ = FI
∂L

∂(∂µϕI)
− Aµ, (327)

and have
∂µJ

µ = 0. (328)

The Noether charge we previous obtained is just the naive charge associated with
this current

G =

∫
d3xJ0(x), (329)

which is conserved since

dG

dt
=

∫
d3x∂0J

0(x) = −
∫

d3x∂iJ
i(x) = 0. (330)

4.5 Stress-energy-momentum tensors

The relevant global symmetry is translation invariance, of both space and time coor-
dinates xµ → xµ + aµ. Under this symmetry a scalar field transforms as

δϕ = ∂νϕδa
ν = FIδa

ν , FI = ∂νϕ. (331)

The Lagrangian density transforms the same way

δL = ∂νLδaν = ∂µA
µ
νδa

ν , Aµ
ν = δµνL. (332)
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4 CLASSICAL FIELD THEORY 4.5 Stress-energy-momentum tensors

The conserved current is

T µ
ν =

∂L
∂(∂µϕ)

∂νϕ− δµνL, (333)

which is known as the stress-energy momentum tensor. Despite its two indices, it
is conserved like a current

∂µT
µ
ν = 0. (334)

In this case we have four Noether charges, which defined by

−Pν =

∫
d3x

(
∂L

∂(∂0ϕ)
∂νϕ− δ0νL

)
. (335)

This is the total energy and momentum of the system. In particular

−P0 = H =

∫
d3x

(
∂L

∂(∂tϕ)
∂tϕ− L

)
, (336)

is nothing other than the Hamiltonian.
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5 Special Relativity

5.1 Galilean relativity

From a modern perspective, the transformation between different inertial frames is
given by a “Galilean boost”, which takes the form

t′ = t+ at, (337)
x′ = Rx− vt+ a, (338)

where R is a rotation matrix and is an element of the group O(3), i.e. RTR = 1, at is
a constant time translation and a is a constant space translation.

5.2 Minkowski spacetime

We can now define the geometry of flat or Minkowski space-time by defining a notion
of spacetime interval which measures the space-time distance between two points in
space-time at xµ and xµ + δxµ

∆s2 = −c2∆t2 +∆r2 = −c2(∆x0)2 + (∆x1)2 + (∆x2)2 + (∆x3)2. (339)

And we categorize the spacetime distance into three case:

∆s2 > 0, spacelike seperated,
∆s2 = 0, null seperated,
∆s2 < 0, timelike seperated.

To express this in the four-vector notation, we can introduce the four-dimensional
Minkowski metric η defined as

ηµν =


−c2 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 , (340)

which represents the metric in flat space-time. This metric is symmetric ηνµ = ηµν .
Using the Minkowski metric, the flat space-time interval can be written as

∆s2 = ηµν∆x
µ∆xν . (341)

We emphasize that when written in this form the multiplications are entirely com-
mutative, i.e., ∆s2 = ηµν∆x

µ∆xν = ∆xµηµν∆x
ν = ∆xνηµν∆x

µ = ∆xµ∆xνηµν .

5.3 Proper time

If a particle moving with a velocity v, the proper time ∆τ is given by

∆τ 2 = − 1

c2
ηab∆x

a∆xb = ∆t2 − 1

c2
∆x2 =

(
1− v2

c2

)
∆t2. (342)
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5 SPECIAL RELATIVITY 5.4 Lorentz transformation

The proper time of the particle is hence related to the physical time by

∆t = γ∆τ, (343)

where we have defined the usual Lorentz factor

γ =
1√

1− v2

c2

. (344)

5.4 Lorentz transformation

In most of what follows, we work in ‘natural’ units where the speed of light in the
vacuum, c = 1. Consider now a Lorentz boost in the direction x1 = x by velocity v,
the time and space coordinates transform as

t′ = γ (t− vx) , (345)
x′ = γ(x− vt), (346)
y′ = y, (347)
z′ = z. (348)

Using the four-vector notation, this can be written as a matrix multiplication
x0

x1

x2

x3


′

=


γ −vγ 0 0
−vγ γ 0 0
0 0 1 0
0 0 0 1



x0

x1

x2

x3

 . (349)

Denoting the transformation matrix by Λ, and we will actually slightly abuse the
notation and denote it by Λµ

ν ,

Λµ
ν =


γ −vγ 0 0
−vγ γ 0 0
0 0 1 0
0 0 0 1

 . (350)

We can write the transformation in terms of the four-vector components as

x′µ = Λµ
νx

ν , (351)

where Λµ
ν denotes the elements of the matrix Λ. The first index in Λµ

ν refers to the
row and the second index to the column.
Under a Lorentz transformation of the form, the flat space-time interval transforms
as

∆s2 = ηµν∆x
µ∆xν , (352)

∆s′2 = ηµν∆x
′µ∆x′ν = ηµνΛ

µ
α∆x

αΛν
β∆x

β = ∆xαΛµ
αηµνΛ

ν
β∆x

β. (353)

Therefore, a Lorentz transformation is one that leaves the Minkowski metric invari-
ant, i.e.

Λµ
αηµνΛ

ν
β = ηαβ. (354)

Actually we can use this as the definition of a Lorentz transformation.
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5.5 Poincaré transformations

A Poincaré transformations include both Lorentz transformations (Λ) and transla-
tions aµ

xµ → x′µ = Λµ
νx

ν + aµ, (355)

where Λµ
ν and aµ are constants. Two consecutive Poincaré transformations that map

from S to S ′ and then S ′ to S ′′ can be described by a single Poincaré transformation
that maps from S to S ′′. To see this, consider the two consecutive transformations,

xµ
Λ,a−−→ x′µ

Λ′,a′−−→ x′′µ, (356)

and express their product as a third transformation

xµ
Λ′′,a′′−−−→ x′′µ. (357)

We then have

x′′µ =Λ′′µ
αx

α + a′′µ

=Λ′µ
νx

′ν + a′µ = Λ′µ
ν(Λ

ν
αx

α + aν) + a′µ = Λ′µ
νΛ

ν
αx

α + (Λ′µ
νa

ν + a′µ).
(358)

So Λ′′µ
α = Λ′µ

νΛ
ν
α and a′′µ = Λ′µ

νa
ν + a′µ.

5.5.1 Lorentz group

The Lorentz group is the 6 parameter group of Lorentz boosts (3) and rotations (3).
The Lorentz matrix associated with a boost of velocity v in the x-direction is

Λµ
ν =


γ −vγ 0 0
−vγ γ 0 0
0 0 1 0
0 0 0 1

 . (359)

The Lorentz matrix associated with a boost of velocity v in the y-direction is

Λµ
ν =


γ 0 −vγ 0
0 1 0 0
−vγ 0 γ 0
0 0 0 1

 . (360)

The Lorentz matrix associated with a boost of velocity v in the z-direction is

Λµ
ν =


γ 0 0 −vγ
0 1 0 0
0 0 1 0
−vγ 0 0 γ

 . (361)

The Lorentz matrix associated with a rotation M is

Λµ
ν =


1 0 0 0
0
0 M
0

 . (362)
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5.6 Lorentz scalars and vectors

If a quantity remains invariant under a Lorentz transformation we shall call it a
Lorentz scalar. The space-time interval x · y is a Lorentz scalar:

x · y = ηµνx
µyν → (x · y)′ = ηµνx

′µy′ν = ηµνΛ
µ
αx

αΛν
βx

β = xαηαβx
β = x · y. (363)

To simplify the notation further, we define a covariant vector xµ by

xµ = ηµνx
ν = (−x0, x1, x2, x3), (364)

and indicate it by using a subscript index. We say that we use the metric to lower
the index. The original position four-vector xµ with a superscript index is called a
contravariant vector. The scalar product is then

x · y = xµyµ = xµy
µ. (365)

To raise the index, i.e., turn a covariant vector back to a contravariant one, we need
the inverse of the metric tensor, so that

xµ = (η−1)µαxα = (η−1)µαηανx
ν = δµνx

ν . (366)

Therefore
(η−1)µαηαν = δµν = 1, (367)

and we say that (η−1)µν is the inverse matrix of ηµν . We can simply write

(η−1)µν = ηµν , (368)

and the expression for raising the index simplifies to

xµ = ηµνxν . (369)

Similarly, we can also find the inverse Lorentz transformation matrix

(Λ−1)λν = Λν
λ. (370)

5.7 Transformation law for tensors

Tensors can be thought of as linear relations between a number of four-vectors. For
example, if the four-vector xµ is related to the following four-vectors yµ, zµ and wµ

through a linear relation (i.e., a rank 4 tensor), this can be expressed as

xµ =Mµ
ναβy

νzαwβ, (371)

and we find

x′µ =Λµ
λx

λ = Λµ
λM

λ
ναβy

νzαwβ = Λµ
λM

λ
ναβΛα

νy′αΛβ
ρz′βΛγ

σw′γ

=Λµ
λΛα

νΛβ
ρΛγ

σMλ
ναβy

′αz′βw′γ =M ′µ
αβγy

′αz′βw′γ.
(372)

So we have
M ′µ

αβγ = Λµ
λΛα

νΛβ
ρΛγ

σMλ
ναβ. (373)
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5.8 Action for a relativistic particle

For a relativistic particle the energy (Hamiltonian) is

H =
mc2√
1− ṙ2

c2

=
√

p2c2 +m2c4, (374)

and the momentum is
p =

mṙ√
1− ṙ2

c2

. (375)

So the Lagrangian is

L = p · ṙ −H =
mṙ2√
1− ṙ2

c2

− mc2√
1− ṙ2

c2

= −mc2
√
1− ṙ2

c2
. (376)

Then the action is

S = −mc2
∫

dt

√
1− ṙ2

c2
= mc

∫ √
−ηµνdxµdxν = −mc2

∫
dτ. (377)
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6 Relativistic Electromagnetism

6.1 Relativistic Lorentz law

To derive the relativistic formulation, we start from the expression for the Lorentz
force for a massive particle of charge q and velocity v

dp

dt
= F = q(E + v ×B). (378)

The Lorentz force as the derivative of the momentum with respect to the proper time
τ as

dp

dτ
= γ

dp

dt
= q(u0E + u×B), (379)

where uµ = dxµ/dτ . The time derivative of the energy E of the particle is

dE

dt
= F · v = qE · v, (380)

from which we obtain the derivative with respect to the proper time as

dE

dτ
= qE · u. (381)

Here, E is also the 0th component of the four-momentum, p0 = E. We can now write
the proper time derivative of the four- momentum pµ = (E,p),

dpµ

dτ
=

d

dτ


E
px
py
pz

 = q


0 Ex Ey Ez

Ex 0 Bz −By

Ey −Bz 0 Bx

Ez By −Bx 0



u0

u1

u2

u3

 . (382)

The matrix appearing in this expression is called the Faraday tensor or the field-
strength tensor and denoted by F µ

ν , so we can write more compactly the relativistic
Lorentz force equation as

dpµ

dτ
= qF µ

νu
ν . (383)

The field-strength tensor is often written with two contravariant or two covariant
indices as

F µν = F µ
αη

αν =


0 Ex Ey Ez

−Ex 0 Bz −By

−Ey −Bz 0 Bx

−Ez By −Bx 0

 , (384)

or

Fµν = ηµαF
α
ν =


0 −Ex −Ey −Ez

Ex 0 Bz −By

Ey −Bz 0 Bx

Ez By −Bx 0

 . (385)
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The electric and magnetic fields must transform under Lorentz transformations:

E′
∥ = E∥, (386)

B′
∥ = B∥, (387)

E′
⊥ = γ(E⊥ + v ×B), (388)

B′
⊥ = γ(B⊥ + v ×E), (389)

where ∥ refers to the component parallel to the boost velocity v, and ⊥ to the per-
pendicular components.

6.2 Four-vector potential

In terms of the electric potential ϕ and the vector potential A, the field strength
tensor is

Fµν =


0 −Ex −Ey −Ez

Ex 0 Bz −By

Ey −Bz 0 Bx

Ez By −Bx 0



=


0 Ȧx + ∂xϕ Ȧy + ∂yϕ Ȧz + ∂zϕ

−(Ȧx + ∂xϕ) 0 ∂xAy − ∂yAx ∂xAz − ∂zAx

−(Ȧx + ∂xϕ) −(∂xAy − ∂yAx) 0 ∂yAz − ∂zAy

−(Ȧx + ∂xϕ) −(∂xAz − ∂zAx) −(∂yAz − ∂zAy) 0

 .

(390)

We can write this in the form:

Fµν = ∂µAν − ∂νAµ, (391)

where Aµ = (−ϕ,A) or equivalent Aµ = (ϕ/c2,A). We make it explicit here that we
are dealing with Lorentz transformations as we will see another type of transforma-
tions shortly, related to gauge ones:

xµ → Λµ
νx

ν , (392)
Aµ → Λµ

νAν , (393)

Fµν → Λµ
αΛν

βFαβ. (394)

6.3 Action for a relativistic charged particle

The relativistic action for an charged particle is

S =

∫
dλ

(
−mc

√
−ηµν

dxµ

dλ

dxν

dλ
+ qAµ(x)

dxµ

dλ

)
. (395)

The Euler-Lagrange equation is

d

dλ

(
∂L

∂
(
dxµ

dλ

)) =
∂L

∂xµ
, (396)

50



6 RELATIVISTIC ELECTROMAGNETISM 6.4 Relativistic Maxwell’s equations

and

∂L

∂
(
dxµ

dλ

) =
mcηµν√
−ηµν dxµ

dλ
dxν

dλ

dxν

dλ
+ qAµ(x) = mηµν

dxν

dτ
+ qAµ(x) = pµ + qAµ(x), (397)

where dτ = 1
c

√
−ηµνdxµdxν . So the Euler-Lagrange equation is

d

dλ
(pµ + qAµ(x)) = q

∂Aν

∂xµ
dxν

dλ
. (398)

Rearranging the expression, and then

dpµ
dλ

= q
∂Aν

∂xµ
dxν

dλ
− q∂Aµ

∂xν
dxν

dλ
= qFµν

dxν

dλ
. (399)

Here, Fµν is called the Faraday tensor or the field strength tensor

Fµν = ∂µAν − ∂νAµ. (400)

6.3.1 Gauge fixed version

We choose gauge λ = t, then

dpi
dt

= qFiν
dxν

dt
= qFi0 + qFijv

j, (401)

where

Fi0 = ∂iA0 − ∂0Ai = −∂iϕ−
∂Ai

∂t
= Ei, (402)

Fij = ∂iAj − ∂jAi = εijkBk. (403)

Therefore
dpi
dt

= qEi + qεijkv
jBk. (404)

6.4 Relativistic Maxwell’s equations

The dynamics of the electromagnetic field is described by Maxwell’s equations,

∇ ·E =
ρ

ε0
, (Gauss’s law) (405)

∇×E = −∂B
∂t

, (Faraday’s law) (406)

∇ ·B = 0, (magnetic Gauss’s law) (407)

∇×B = µ0J + µ0ε0
∂E

∂t
. (Ampère’s law) (408)

Now we can derive these in terms of four-vector potential. Begin with the Faraday
tensor, we can find the property

∂µFνα + ∂νFαµ + ∂αFµν = 0. (409)
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So we have

∂zFxy + ∂xFyz + ∂yFzx = ∂xBx + ∂yBy + ∂zBz = ∇ ·B = 0, (410)

which is the magnetic Gauss’s law. Similarly,

∂0Fxy + ∂xFy0 + ∂yF0x =
∂Bz

∂t
+ ∂xEy − ∂yEx = 0, (411)

is the Faraday’s law.

∂µF
µ
ν =

∂

∂xµ
F µ

ν =


∂xEx + ∂yEy + ∂zEz
1
c2
∂tEx − ∂yBz + ∂zBy

1
c2
∂tEy + ∂xBz − ∂zBx

1
c2
∂tEz − ∂xBy + ∂yBx

 =

 ∇ ·E

1
c2

∂E
∂t
−∇×B

 . (412)

Combining the charge density ρ and the current J into a single four-current Jµ =
(ρ,J), for which Jµ = (−ρc2,J) we therefore see that Gauss’s and Ampère’s law
take the form

∂µF
µ
ν = −µ0Jν . (413)

The conservation law
∂µJ

µ = 0, (414)

is equivalent to the continuity equation ρ̇+∇ · J = 0.

6.5 Gauge transformations

Consider the following the transformations

Ãµ = Aµ + ∂µχ. (415)

This would change the field strength as

F̃µν = ∂µÃν − ∂νÃµ = ∂µAν − ∂νAµ = Fµν . (416)

Therefore the transformation is a symmetry.

6.5.1 Lorenz gauge

Lorenz gauge is defined by
∂µA

µ = 0. (417)

We can write

∂µF
µ
ν = ∂µFµν = ∂µ(∂µAν − ∂νAµ) = □Aν − ∂ν(∂µAµ) = □Aν , (418)

where □ = ηµµ∂µ∂µ = − 1
c2
∂2t +∇2. So the Gauss’s and Ampère’s law can be written

as
□Aν = −µ0Jν . (419)
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6.6 Lagrangian for electrodynamics

The Lagrangian density L has to be a Lorentz scalar, and to be gauge invariant,
which means the Lagrangian density is invariant under both Lorentz (Aµ → Aµ

αAα)
and gauge transformations (Aµ → Aµ+∂µχ). The Lagrangian for electrodynamics is

L = −1

4
F µνFµν + µ0AµJ

µ. (420)

Here,

F µνFµν = (∂µAν − ∂νAµ)(∂µAν − ∂νAµ) = 2∂µAν(∂µAν − ∂νAµ). (421)
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